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1. Introduction

Forecasting the key macroeconomic variables such as real GDP growth and inflation, has always
been one of the key research interests in macroeconomics. Empirical studies for advanced
economies have a long history and the forecasting methodology is beprgwed constantly in

the recentyears. ®J SEI YLIX ST & A y faor nioke® ard bebsiné a peopularisdl &

for Central Banksof producing shorterm forecasts There are many applications of factor
models to forecasting macroeconomic and finaheiariables. For example Forni et al., (2000),
Stock and Watson (2002), Artis et al., (2002) Schneider and Spitzer (2004), Matheson (2006),
Gupta and Kabundi (2009} ristadoro et al. (2005Yhe main finding of these applications iatth

the forecasts geerated from thefactor-augmentedmodels are superior to traditional smaitale
benchmark models, like AR and VAR. Of course, these results are informative, but it does not
mean that we can automatically apply these restidtether economies, since theare based on

the country specific data. In the current paper, we want to consider the applicability of thefactor
augmentedmodels to developing economies and particularly to Armenian macroeconomic
variables. For that, we consider weknown smallscale madalels, namely Univariate
autoregression, vector autoregressiand Bayesiamector autoregressiothereafter AR, VAR and
BVAR) ad their factoraugmented counterpartparticularly,Factoraugmented autoregression
Factoraugmented vector autoregressi@and BayesiarFactoraugmented vector autoregression
(hereafter FAAR, FAVAR and BFAVAR).

As a rulethe factoraugmented models can be constructed in twteps: factor extraction,
followed by model estimation and forecastirigpllowing Barhoumi, Darne & Ferra2d14 there

are three main algorithms for extracting factors, namely static principal component as in Stock
and Watson, (2002), dynamic principal components estimated in the time domain, as in Doz,
Gianonne and Reichlin (2011, 2012) and dynamic principaponents in thdrequency domain,

as in Forni, Hllin, Lippi & Reichlin ®0, 2004)All mentioned methods for factor extraction have

the same purpose, namely, given a large number of initial variables, to extract only a small number
of factors, whichsummarize the most part of information contained in the whole dataset. In this
paper, we use all mentioned methods to extract the dynamics of unobserved factors. After
extracting the unobservable factors in a usual manner, they included into standardssalall
forecasting models such &R,VAR and Bayesian VAR and then using twencan produce the
forecasts for thekey macroeconomic variables.

To extract the dynamics of the factors we using Armenian actual quarterly macroeconomic time
series from 198Q1 to 2018Q4. lthe additional dataset included0 macroeconomic variables,
comprising information on national accounts and consumer price indices, labor force variables,
monetary and financial variables and international macroeconomic variables. Thesmates

for our dataset is the Central Bank of Armeffidips://www.cba.am) andthe National Statistical
Agency littps://www.armstat.am/) internal databases as well as external source databases, like
OECD(https://data.oecd.org) and IndexMundi(https:// www.indexmundi.com). Using these




additional macroeconomic timeeries,we calculate the dynamics of unobservable factors with
help of static and two dynamialgorithms (time and frequency domainifter extracting the
dynamics offactors,we estimate theunknown parameters of the AR/AR and Bayesian VAR
models. Then we design cof-sample forecast evaluation experiments based on ribeursive
regression scheme. As a result of -@itsample forecast evaluation we calculate root mean
squared forecast erro(RMSFE) indice§.he indices we calculate for all competingodels
included in our analysisokeep robustness of our conclusions we conductaftéample forecast
experiments for different lag lengths and various combinations of dynamic and statiesfacto
Based on the oubf-sample forecast evaluations and using calculated RMSFE indices we conclude
that factoraugmented models areutperform smaklscale benchmark modelgspecially when
we apply for forecasting the real growth of GDRerefore these nethods can be included in the
system of theshort-term forecasting models the CentralBank of Armenia to improveeal GDP
growth forecasts. We alsoonclude that these methodwithout significantchanges can be
appliedto other developing economies

Theremaining paper is organized as follows. In section 2 we briefly present the main idea of the
forecasting models, namely AR, VAR and Bayesian VAR as well as we explain the steps of
extracting unobservable factors by above mentioned three methods. Inose8tive present the
dynamics of actual macroeconomic variables and give some explanations for their fluctuations
during last years. In thisection,we also consider the preliminary treatment of the additional
expanatoryvariables, whictwe uses for extretion of unobservable factordn thissection,we

also analyzeome descriptive statistics. In sectidywe explain in details the experimental design
that we use for oubf-sample forecast evaluation. Here we explain the steps of recursive
regressios schemeand expl@& howto calculate the(RMSFE indices. In section 5 we present some
additional experiments that we have conducted to keep robustness of our conclusions. In this
section,we also present the results of cof-sample recursivéorecast evaluationdoth for real

GDP growth and for inflatiorLast section concludes.

2. Models

In this sectionwe present the basic forecasting models, particul&®, VAR and Bayesian VAR
and their factoraugmentedcounterpartmodels in particularFAAR, FAVAR and Bayesian FAVAR
The three smalscale models we se in order to evaluate the owdf-sample forecast
performances of the three factemugmented models. Below we briefly present the main
characteristics of the mentioned models in turn.



It iswell known that the univariate AR modedn be estimated by using the following regression

p
model: ¥, =C 4Q 7, Y.; ¢ The unknown parameters of the model can be consistently
j=1

estimated by using traditional OLS algorithm.

We estimate an unrestrictedlector autoregressive modey, = A tA Dy &, wherey,is a
(n® 1) vector of variables to be forecastedy)is a (n® 1) vector of constant termsA(L) isa
(n® n) polynomial matrix in the backshift operatdr with lag lengthp, g is a(n® 1) vector of
error terms.In our case we assunbat ¢ ~ N (0, §In), where | is a(n3 n) identity matrix.

The unknown parameters of the VAR model can be consistently estimated by using traditional
OLS algorithmHowever,from the other side in the VAR model very often we need to estimate
many parameters. This over parametrization could cause inefficient estimates and hence a large
out-of-sample forecast error. Thus, to overcome this over parametrization we also impléngent
BVAR algorithm. In order to use/BR first we need to identify the priors. In tipaper,we uses

0KS & a %yWpePros dctording of which the prior mean and standard deviation of the
BVAR model can be set as follows:

1. The parameters of the firdag of the dependent variables follow an AR(1) process while
parameters for other lags are equal to zero.
2. The variances of the priors can be specified as follows:

2 o} ~
al, 5. &s [0 )
&7 6t i =1, ?SJT gfl s (s, 4) for the constant ter

Where, i refers to the dependent variablin the j -th equation and j to the independent
variables in that equations; and s ; are standard errors from AR regressions estimated via OLS.

The ratio ofs; and s ; controls for the possibility that variableand j may have different scale
(I isthe lag length)The/ Qa4 aSG o0& GKS NBASEHNODKSNE GKIFG O2yd N

KFIgAy3a GarayySazidlé GeLS LINA2NBR AG Aa LkRaaraofsS G2
approachto estimation(Hamilton, 1994 pp. 351371).

As it was mentioned above this paper, we mainly concentrate on the forecasting performance
of the largescale forecasting models, such as FAAR, FAVAR and BFAVAR. Unlgealemall
benchmark models, thdargescale factoraugmented models are includes static or dynami
factors. A= rule the factoraugmented models are estimated in two steps, at the fitsip, we
estimate the dynamics of unobservable factassng static and twdynamic approaches and then



at the second step we estimate fact@augmented model and producing foretasThe question
is now how to determina the unobservable factors?

There are three main algorithms for extracting factors, namely 1. The static pricoipgonents

as in Stock and Watson (2002) 2. The dynamic principal component (frequency domainghpproa
as in Forni et al. (2005) and 3. The dynamic principal component approach (time das&in)

Doz et al. (2011, 2012). There are a number of papers where in very details are presented the
computational steps of the mentioned factor modeBathoumi, Dame & Ferrara, 20104 The

Stock and Watson approaawonsistof deriving the static principal components using variance
covariancemnatrix of the additional vector of time seriebhe Doz, Gianonne & Reichlin uses state
space model and Kalman filter to exttathe dynamic principal components. The Forni, Hallin,
Lippi & Reichlin approach estimate the dynamic principal components using spectral density
matrix of the data. In our paper to extract the dynamics of prinaipatponentswe uses all three
mentioned approaches.

3. Data and descriptive statistics

For estimating smabcale benchmark modelsamely AR, unrestricted VAR and BVAR we use the
following fourmacroeconomidime series, particularly real GDP growth, CPI inflatioortsterm
nominal interest rate and unemployment rate. To select the macroeconomic time series to be
included in the smatbcale benchmark models we closely follow the papePirshel and Wolters
(2014).Thus, our dataset includes four key macroeconomi@bdes, which we mainly use in the
smallscale benchmark models (AR, VAR and B\B&ER)desof the key macroeconomic vatles

our dataset also include#0 alditional set ofmacroeconomic variables, which we mainly use to
extractthe dynamics otinobsenable factors. We seleelO additional macroeconomic variables
because studies have shown that smaller datasets witltudesabout 40 series outperforrarger
datasets with disaggregated data, with more than 100 series (Bai and Ng, 2002, Watson, 2003,
Boivn and Ng, 2006, Barhoumi, Darnd-&rrara, 201% Our dataset is balanced and it start with
199%6Q1 to 2018Q4, quarterly time series. Eaahiable in our dataset includ€® observations.

b2g fSiQa FANRI LINOBr&ey yhacroécdh&micRriablels and theh to prasenii K S
the dynamics of additiona#0 macroeconomiwariables that we usindor factor extraction.The
dynamics of the four key macroeconomic variables are presented in below Figures from 1 to 4.

3The best way to understand the computational steps of the factodels is to usMATLAB codes. The corresponding
MATLAB codes for factor model proposed by Doz, Gianonne & Re{@0@1, 2012)can be found here
https://www.newyorkfed.org/research/economists/giannone/puMATLAB codes for factor model proposed by Forni,
Hallin, Lippi & Reichlig2005)can be found heréttp://www.barigozzi.eu/Codes.html
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.y Figure 1. Real GDP growth, %-h to the previous quarier . Figure 2. Inflation, %-th to the previous quarier
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In the Figures 1 to gresented the dynamics of the Armenian key macroeconomic variables. The
first important macroeconomic variable is the real GDP growth. To obtain real GDP growth rates
with respect to the previous quarter the following preliminary calculations have beaa.d€rst
absolute values of real GDP calculated at average prices of 2005 were logged and then seasonally
adjusted (using X12ARIMgeasonal adjustmenalgorithm). Then, using seasonally adjusted
loggedvalues we have calculated the first differences, tisateal GDP growth rates. In 2009 the

real GDP growth rate decreased to about 14%, which was caused mainly by the world financial
crisis. Dividing the whole sample ifal GDP growth on the two syieriods, before and after
financial crisis, we can calate the coeffidgent of variations for two sulperiods, before and after

the financial crisiOur calculations show that the coefficient of variation before 2008 was 2.26%,
while after 2008 it already was 3.92%, therefore the volatility of real GDP giswibreased.

In Figure 2 we present the dynamics of CPI inflation. The CPI has been calculated since 1993 on a
monthly basisThe CPI in the Republic of Armenia is the only indicator characterizing inflation in
the Republic of Armenia. The central bank Armenia before 2006 targeting the monetary
aggregatesbut after 2006 has switched to inflation targeting through interest rates, as managing



the monetary aggregates has been proved ineffective due to the large inflow of remittances from
abroad. The infltion targets was initially3.0 % for 2006, and changed only once in 2007; from
2007 onward it is maintained 4t0% with a confidence band 6f1.5%. In the Figure 2 presented

the dynamics of seasonally adjusted inflation isttP4o the previous quarter. The preliminary
treatment of the inflation dynamics includes the following procedures. First, we recalculate the
CPI chain indices to the base quarter. Then we take the logged values and apply seasonal
adjustment procedure (X12ARIMs&asonal adjustment algorithjn after that we calculate the

first differences.

The third impatant macroeconomic variable is thghort-term nominal interest rate fotime
deposits in national currency. The preliminary treatment for this variable includg finsk
differences (in percentage points). The shimtm nominal interest rate shows an overall
downward trend. For example as we see from Figure 3 before 2005 the namte&st rate is
characterizing with relatively large fluctuations, but since 20@6fluctuationsof interest rates
becoming smallerSuch behavior can be explained by fact that before 2006 the Central bank
conducting monetary aggregates targeting policy, while after 200éntfhetion-targetingregime.

The next important macroeconomic variable is total unemployment rate. The official values for
unemployment (in persons) has beerkém in yearly terms from the World Badlevelopment
indicators. This indicator is the International Labor Organization (le€jmate. Then using
temporal decomposition method, particularly Boot Faibes and Lisman mechanical projection
algorithm the yearlyunemploymentdata were decomposed to quarterly data. Aftivat, the
unemployment data were logged and calculatkd first differences.

Besides of above mentioned four key macroeconomic variables we also have 40 additional
variables. These variables we uses for extracting the wewehble factors and then including
extracted factors into standard small scale forecasting mosigth & ARVAR or BVAR models

we producing shorterm forecastfor the key macroeconomic variablds the results of including
extracted factors into smalicale forecastingnodels, we getting FAAR, FA/AR and BAVAR
modek. The factoraugmented models wevant to compare with traditional smaicaleAR, VAR

and BVARhodels to see whether factemugmentedmodels could improve the forecast accuracy.

The name and some another important characteristics of the additional dataset are presented in
AppendixA. As we can see from Appendixthe additional dataset comprising information on
national accounts (production and expenditure components) consumer and producer price
indices, employment variables, monetary and interest rates as well as international indicato
growth rates and prices. The additional set of variables were selected from different sources,
particularly from thehttps://stats.oecd.org/and https://www.indexmund.com/. As we can see
from the appendix for some of the additionadriablesthe seasonal adjustment procedures have
been applied. All no stationary time series are made stationary through the first differencing.
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All calculations and forecasts experimgritave been done using MATLAB (r2018b) codes.
Some of the MATLA®des are taken from the internet sources, for example codes for extracting
dynamic factors in frequency and time domain have been taken from inter&etme part of
MATLAB codes are weh by the authorsIn addition,we have C# codes for time domain factor
model, as well as recursive and rolling regressions, which ceorakicteddirectly from MS Excel
spreadsheetTo run the models from MS Excel we have created a specific interfaug VBA
(Visual basic for Application), which can be downloaded from
https://github.com/KarenPoghos/ForecastXL

4. Experimental design

To conduct oubf-sanple forecast experiments we usecursiveregressionscheme For outof-
sample forecasevaluationswe divide the whole sample on the two part, particularlysample
and outof-sample periods. In our experimentssample periods includes ®8 of observations,
while outof-sample periods 30 % observations. This means thatlife whole sample includes
period from 198Q1 to 2018Q492 observations), then in sample period includes 892 to
2012Q (65 observations), while oubf-sample periodricludes observations from 2012Q@
2018Q4 (Z obsewations).

The recursive simulation scheme proceeds as folldvwist, we estimate the models using
subsample 198Q1¢ 2012Q (65 observationsand generate 1 to 4 stepshead forecasts. Then

we increase the sample size by oné ¢bservations, 198Q1¢ 2012Q2 and generate again 1 to

4 stepsahead forecasts. We continue increasing the sample size by one and generating 1 to 4
steps-ahead forecatsuntil the sample size 84 (199a. ¢ 2017Q4). Then we increase the sample
size by one but only generate 1 to 3ps@head forecasts (since we only have 88 observations in
total). We continue increasing the sample size until we have 87 observations in the sample, in
which case we can only compute tee step-ahead forecast. Isuchway, we obtain Z one-
step-ahead faecasts, 26 forecasts forstepsahead, 25or 3-stepsc ahead and finally £2forecast

for 4-stepsahead.

Next,we use he outof-sample forecasts fromecursveregressiornto compute the corresponding
root mean squared forecast error (RMSFE) indiceséamh of the fourth forecastingorizons.
More formally let us denote the ottf-sample period byl * (in our casel* =27) and forecast
horizonsh=1,2,3,4. Then the RMSFE index is calculated bydhewing formula:

4 MATLAB codes for time domain factor model can be found
https://www.newyorkfed.org/researcteconomists/giannone/pubwhile MATLAB codes fdrequency domairfactor
modelcan be foundhttp://www.barigozzi.eu/Codes.html
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T*-(h1) _ 5
RMSFlﬂa:\/Tlhl) al (y -y),

Where Y, denotes the actual value of the- th dependent variable (in our case we have four
core variables and therefore=1, 2,3, 4), ﬁ is the forecasted value of the- th dependent
variable, andRMSFE, is the root mean squared error calculated for the th dependent
variable and theh- th forecast horizon.

5. Forecast results

In thissection,we present the oubf-sampleforecast evaluation results fdr5 competing short
term forecasting modelsTo keep robustness of our results we have estimated models with
different lags lengthand different combinations of static and dynamic factors. Then hose

the one model that yieldshe best forecasting performance in the sensenahimization the
RMSFE indiceBollowirg the paper by Pirshel and Wolte0(4),we vary the number of lags in
the models fromone up to four lags.In addition,we vary the number of static and dynamic
principal components in the factaaugmented models. Thus varying both humbetdagfsand
number of static and dynamic factors we coanimg estimated models to each other and select
only that model which provides a minimum valuelod RMSFE index. Ndet usexplain how we
determine the number of static and dynamic factors.

First,we have to determine the number of static principal campnts. Fothat, we use a simple
approach: we retain the principal components with eigenvalues more than 1. To select the
appropriatenumber of dynamic factorfirst we should take into account the fact that the number

of dynamic factorgannotexceeds tike number of static factors. For example extract principal
components we have additional 4@riables(Appendix A). Using thesmriableswe can extract
maximum40 principal componentdJsing the rule of eigenvalues more than 1, we retain in our
analyss only first 14 principal componentshus,we already determined the maximum number

of static factors. Then we need to find the optimal number of static prin@paiponents. For
GKIFIG ¢S SadAYF(dS Y2RSta ¢AGK ™I HagEngtsm >~ BWINK ¥ ©OA LI €
(56 models in total). Then we select the one that yields the minimum RMSFE. Thus in such way
we can estimate the optimal number of static factors. Themng the rule that the number of
dynamic factorscannot exceeds the number of statifactors, we can construct different
combinations of the dynamic and static factof® bemore Ot S| NJ f{th® dp@indal nyngbér S

of static principal components r, then using above rule we can estimate models with 1 dynamic



and r static components, 2 dgmic and r static components. Continuingaisuch wayhe final

model that we can estimate is the model with g dynamic factors and r static factors (in this case
g = r). Thus having all possible combinations of principal components we estimate models for
different lags length and select the one that give the minimum value of RMSFEImtiexbelow
Tablesl and 2we present the results of outf-sample forecast evaluation for 15 competing
modelsfor recursiveregression schemé et usfirst present the results for real GDP growth and
then for inflation.

1. Real GDP growthAs we can see from Tablestiie factorraugmented models are
outperform smallscale models for all forecast horizons. Feme-step ahead forecast
horizon FAAR_T#&odel, outperform all smalkcale benchmark models producing the
YAYAYdzy @I f dzB the dase wfatjoCtBréedadd fousteps ahead forecast
horizons the FAVARML, FAVAR_SW aB#AVAR_TS aoaitperform all smalscale
benchmark modelsThus as we can concle thatfactor-augmented AR, VAR and BVAR
models are better suited for sheterm forecasting of real GDP growth.
2. Inflation: From Tabl@ we can see that again factaugmented models are outperform
smaltscale benchmark models for all forecast horizonghvexception only two steps
ahead forecast horizon. Fone-stepahead forecast horizothe FAVAR_TS is outperform
alsmaka OF £ S Y2RStad LINPRdAZOAYy3 (KS t26Sad wa{C9Q3
horizon the smalkcale BVAR model is outperform fttor-augmentedmodels. For
three and foursteps, ahead forecast horizons the FAVAR_TS and BFAVAR_SW are
outperform all smata OF £ S Y2 RSt & LINE RdzOAThd, fdr bvilat®a i wa{ C9
dynamics as we see it is more appropriate to use both famigmented models and
smaltscale BVAR model.

Thus, our general conclusion is that the faesmgmented models are able to produce more
accurate shorterm forecast for the key macroeconomic variables than sswle benchmark
models and therefore these naels can be included in the shadrm forecastingpracticeat the
Central bank of Armenia

In order to check whetheil KS 206Gl AYySR NBadz §a F2NJ wa{C9Qa I NB
different models we also perform across models tests.tRat, we comparing factoaugmented

models with its counterparsmallscale modelsThe across model test is based on a statistic

proposed by Diebold and Mariano (1995)this paper the Diebolarianostatistic,we calculate

by regressing of the loss differgal on an intercept, using heteroscedasticity autocorrelation

robust (HAC) standard errors (Diebold, 2013)). The-tifoss differential between forecast 1 and

2 1\ 2
2 can be calculated ds= (etAR) -( t@ , where €*%is the faecast error from AR model at time



t, € denote the forecast error from the alternative factor augmented counterpart model (
I =FAAR_ FAAR_FHLR FAAR TS FAAR Q. Inthe samavay,we can calculate the

loss differentials for VAR and BVAR moeeters. Thus, we regressing of the loss differential on
an intercept using HAC standard errors.

Table 1. RMSFE indices for the real GDP grovith

Forecasting models Forecast horizons
1 2 3 4
AR (p = 4)° 2.588 | 2.539 2.512 2.452
VAR (p =1) 2.544 | 2.566 2.518 2.481
BVAR (p=2,w=0.3,d=1) 2.639 | 2.546 2.510 2.482
FAAR_SW (p =3, r =2)® 2.051 2.556 2.422 2.489
FAAR FHLR (p=3,q=1,r=2)° 2.039 | 2.593 | 2.420 2.452
FAAR TS (p=3,q=1,r=2) 2.036 | 2.501 2.485 2.462
FAAR_ QML (p=3,q9=2,r =2) 2.181 2.474 | 2.433 2.504
FAVAR_ SW (p=1,r=2) 2.375 2,627 | 2298 | 2.404
FAVAR_ FHLR (p=1,q=2,r=2) 2.327 2.562 | 2.333 2.420
FAVAR TS (p=1,9q=2,r=2) 2.338 | 2.555 2.317 2.394
FAVAR QML (p=1,q=2,r=2) 2.329 | 2.453 | 2.399 2.423
BFAVAR SW (p=1,r=2,w=0.3,d=1) 2.406 | 2.609 | 2.356 2.402
BFAVAR_FHLR (p=1,9=2,r=2,w=0.3,d=1) 2.392 2.551 2.367 2.456
BFAVAR TS (p=1,9q=2,r=2,w=0.3,d =1) 2.326 2.554 2.319 2.390
BFAVAR QML (p=1,9q=2,r=2,w=0.3,d=1) 2.328 2.458 | 2.400 2.413

5FAAR_SW is a FAAR model with static principal components, FAAR_FHAARsteéel with principal components estimated in

the frequency domain, FAAR_TS is a FAAR model estimated in the time domain with using two steps Kalman filter approach,
FAAR_QML is a FAAR model estimated in the time domain with usingngassium likelihod algorithm. In the same way, we can
explain the abbreviations for the FAVAR and BFAVAR models.

8 The number in the brackets means that the minim&®RMSFE indices for AR model halieved in case of four lags. For all other
models in the brackets are @sented the number of lags where the particular model achieved its minimum RMSFE.

7W = 0.3 and d = 1, the coefficients that we use for BVAR and BFAVAR models estimation. The first coefficient (ovess)liightne
implementing to the diagonal matrix ¢tie variances while the second coefficient (decay) is implemented to the lags. Ipéper,

we set the overaltightness equato 0.1, 0.2 and 0.3 and lag decay equabi® andtwo. Theseparameters are choseso that they

are consistent with the ones used in Gupta and Kabu2@d9. Thus we vary the coefficients of the overall tightness and decay
parameters and estimate the BVAR models for different lags lengths. Then we select the one madkeld$tae best ex post forecast
performance in the sense of the minimization of RMSFE.

8 The numbers in the brackets p = 3, r = 2 means that FAAR model with number of lags equal to 3 and number of static principal
components equal to 2 yields the best out of sample forecast performance, in the sense of minimum RMSFE.

9 Comparing with the FARA SW numbers in the brackets we see that here we have one additional parameter, g = 1, which says that
FAAR_FHLR model yields the minimum value of RMSFE when we apply three lags, one dynamic and two static principal components

10



The results of calculations for different forecast horizons are presented in Tables 3 and 4.

Diebold Mariano statisticsthat are statistically significant at the confidence levels of 90%, 95% and 99% respectively are denoted by

* Kk kkk
T .

Table 2 RMSFE indices for inflation

Forecasting models Forecast horizons
1 2 3 4
AR (p=1) 1.146 1.135 1.165 1.189
VAR (p=1) 1.118 1.110 1.137 1.131
BVAR (p=1,w=0.2,d=1) 1150 | 1.059 | 1.096 1.108
FAAR_ SW (p=4,r=1) 1.154 1.131 1.122 1.120
FAAR_ FHLR (p=4,q=1,r=1) 1.188 1.175 1.169 1.179
FAAR_ TS (p=4,q=1,r=1) 1.194 1.166 1.160 1.170
FAAR_ QML (p=4,q=1,r=1) 1.297 | 1.249 1.253 1.274
FAVAR_SW (p=3,r=2) 1.140 1.139 1.149 1.083
FAVAR FHLR (p=3,q9=2,r=2) 1.147 1.150 1.156 1.110
FAVAR TS (p=3,q=1,r=2) 1117 | 1154 1.064 | 1.081
FAVAR QML (p=3,q=2,r=2) 1.124 1.167 1.191 1.207
BFAVAR SW (p=3,r=2,w=0.3,d=2) 1.184 1.169 1.100 1.075
BFAVAR FHLR (p=3,9=2,r=2,w=0.3,d=1) 1.162 1.195 1.146 1.174
BFAVAR TS (p=3,q=1,r=2,w=0.3,d=1) 1.160 1.163 1.113 1.101
BFAVAR QML (p=3,q=1,r=2,w=0.3,d=1) 1.172 1.205 1.136 1.143

¢-ofS o wStliABS wa{C9Qa

Forecast horizons
Models 1 2 3 4

FAAR_SW versus AR 0.792 1.007 0.964 1.015
FAAR_FHLR versus AR 0.788* | 1.021 0.963 | 1.000
FAAR_TS versus AR 0.787* | 0.985 | 0.989 | 1.004
FAAR_QML versus AR 0.843 | 0.974 | 0.969 1.021

FAVAR_SW versus VAR 0.934 1.024 0.913 0.969
FAVAR_FHLR versus VAR 0.915 | 0.999 | 0.926 | 0.975
FAVAR_TS versus VAR 0.919 | 0.996 | 0.920 | 0.965
FAVAR_QML versus VAR 0.915 | 0.956 | 0.953 | 0.977
BFAVAR_SW versus BVAR 0.912 1.025 0.938 | 0.968
BFAVAR_FHLR versus BVAR 0.907 | 1.002 0.943 | 0.990
BFAVAR_TS versus BVAR 0.881 1.003 0.924 0.963
BFAVAR_QML versus BVAR 0.882 | 0.965 | 0.956 | 0.972

FT2NJ NBI €
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In the Tables 3 and4

cal

cul

Table4p wSftl §AOS wanoBesQ a

Forecast horizons

Models 1 2 3 4
FAAR_SW versus AR 1.007 0.997 0.964 0.942
FAAR_FHLR versus AR 1.037 1.036 1.003 0.991
FAAR_TS versus AR 1.042 1.028 0.996 0.984
FAAR_QML versus AR 1132 1.101 1.075 1.071
FAVAR_SW versus VAR 1.020 1.026 1.010 0.957
FAVAR_FHLR versus VAR 1.026 1.037 1.016 0.981
FAVAR_TS versus VAR 0.975 1.017 0.913 0.909
FAVAR_QML versus VAR 0.981 1.028 1.023 1.015
BFAVAR_SW versus BVAR 1.030 1.104 1.004 0.970
BFAVAR_FHLR versus BVAR 1.010 1.129 1.046 1.060
BFAVAR_TS versus BVAR 1.008 1.098 1.016 0.994
BFAVAR_QML versus BVAR 1.019 1.138 1.037 1.032
presented relative RMSFEO®OS
RMSFE!

ate the

rel at i veratl@:l\RRF/lSI'f‘%:

RMSth" ©

for

t he

Now let usto analyze the relative RMSFE indices first for real GDP growth andothierfiation.
where RRMSF[%'] is the relative RMSFE fothi variable (real GDP growth, inflation) calculated

at h forecast horizon with model ¥h, RMSFI;.-_'ff] is the RMSFE value fethi variable calculated
at h forecast horizon with model #h, RMSFI;—:QO is the RMSFE value fathi variable calculated

at h forecast horizon with usindl,smaltscale benchmark niel (M, = AR VAR BVAL.
The relative RMSFE should be below 1 to outperform the benchmark counterpart model.

As we see fnrm Table 3 when we comparing the/ARA modelvith its counterpart AR model then
we see that relative RMSFE values are beldw d 10 cases out of 16lowever,when we use

Diebold¢ Mariano test we see that only iwvo cases the relative RMSFE values are significantly
differ. When we comparingFA/AR with its counterpart VAR model, then we see that relative

RMSFE values are beldwn 15 cases out of 16lowever,when we apply Diebol#lariano test
we see that the differences between RMSFE values are not statisticallycaignifn the case of

comparingBFA/AR with the smalicale BVAR we see that in all cases we have RMSFE values

below 1, but when we apply Diebeldariano test we see that the differences are not significant.
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In Table 4 presented relative RMSFE values calculated for inflation meaersthis table we see

that there is no significant differences between RMSFE values when we apply DM test. In addition,
we see that the number of cases where relative RMSFE values below 1 is relatively less comparing
with the real GDP growth results. Fexamplewhen we comparing PR models with AR model

we see that the relative RMSFE values are below 1 only in a six cases out of 16, while in the case
of real GDP growth this combination is 10/16. The same picture we also observe in EASSAB

model, where we have the same combinations 6/Eihally when we compare theBFA/AR with

the BVAR without factors we see that only in two cases the RMSFE values are below 1, while in
the prevailing cases we have the opposite situation.

Thusbasedon the used dataset and results of calculations we can see that when we apply factor
augmented models to real GDP growth then in the prevailing part of the total cases the factor
augmented models are outperform their comgonding smalscalemodels(41 aut of 48). Even

in two cases, the differences between RMSFE values are statisticalficaig. When we apply,
factor-augmented models to inflation then we see that the number of outperforming cases are
radically decreasing (14 out of 48). Therefore thoee Armenian dataset the facteaugmented
models are better suited fahe real GDP growth forecasting and using these models we can more
accurately to forecast real GDP dynamics, even some models are able to increase the statistically
significance of thdorecast improvements. Thus, these models can be included in the system of
short-term forecasting models at the Central bank of Armenia to improve the forecast accuracy
of the real GDP growth

6. Conclusions

In this paper, we evaluate the forecasting perfamce of the 15 competing models for short

term forecasting the key macroeconomic variables in ArmeWa comparing the facter
augmented AR, VAR and BVAR with their counterparts AR, VAR and BVAR models. As a result of
comparisons we want to see whethdrd advanced models developed and succefully applied in

a developed countries could be stilkeful to forecast the key macroeconomic variables in
developing countries like Armenia. For that using Armenian actual quarterly macroeconomic
variable from 1996Q10 2018Q4 we conduct estimation for a 15 models with and without
additional factors. Using recursive regression scheme we conducbfestimple forecast

SOl tdzd GA2y SELISNAYSyidGaod 28 OFtOdag GS GKS wa{ C9¢
forecast horzons. Thus based on the used dataset and calculated RMSFE values we conclude that
when we applhfactor-augmentedmodels to forecast real GDP growth then in the prevailing part

of experiments theactor-augmentedmodels outperformtheir counterpartsmallsale models.

Even in some cases factor augmented models outperform traditional scad models with
statistically significant improvementglowever,when we apply the same database to forecast
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inflation dynamics then we conclude that factor augmented elsdre able to outperform small

scale benchmark models only in a few ca3émrefore,advanced forecasting techniques can be

more successfully appligdr forecasting real GDP growth, even applying these methods we can

significantly improve forecast accuracy. Thus we suggest to include factor augmented algorithms

in the system of shotterm forecasting in the Central bank of Armenia to improve real GDP

growth forecasting accuracy

Appendix A: Macroeconomic variables

Id | Series description SA Transf.
National accounts
1 | Industry value added (at average prices of 2005 year), min AMD Yes | Lnand A
2 | Agriculture, forestry and fishing value added (at average prices of 2005 year), min AMD Yes | Lnand A
3 | Construction value added, (at average prices of 2005 year), min AMD Yes | Lnand A
4 | Services value added, (at average prices of 2005 year), min AMD Yes | Lnand A
Taxes on production (minus subsidies),(at average prices of 2005 year) , mIn Armenian drams
5 | Final Consumption (at average prices of 2005 year), min AMD Yes | Lnand A
6 | Private consumption (at average prices of 2005 year), min AMD Yes | Lnand A
7 | Government consumption (at average prices of 2005 year), min AMD Yes | Lnand A
8 | Gross accumulation (at average prices of 2005 year), min AMD Yes | Lnand A
9 | Exports of goods and services(at average prices of 2005 year), min AMD Yes | Lnand A
10 | Imports of goods and services (at average prices of 2005 year), min AMD Yes | Lnand A
Consumer and Producer Prices
11 | Food price index (including alcohols and tobacco), in %-th with respect to the previous period Yes | Lnand A
12 | Non-food price index, in %-th with respect to the previous period No | Lnand A
13 | Services price index, in %-th with respect to the previous period No | Lnand A
14 | Industrial production price index, with respect to the previous period, %-th No | Lnand A
15 | Construction price index, with respect to the previous period, % - th No | Lnand A
16 | Tarifs for transportation, with respect to the previous period, % - th No | Lnand A
Employment
17 | Employed population, aged 15 and over, persons No | Lnand A
18 | Employment in agriculture, persons No | Lnand A
19 | Employment in industry, persons No | Lnand A
20 | Employment in services, persons No | Lnand A
21 | Self-employed, persons No | Lnand A
Money and Interest rates

22 | Cash money outside of banking system, min AMD Yes | Lnand A
23 | Monetary base, min. AMD Yes | Lnand A
24 | Broad money, min. AMD Yes | Lnand A
25 | Total deposits in the banking system, min. AMD Yes | Lnand A
26 | Loans to economy with accumulated interest rates, min. AMD Yes | Lnand A
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27 | Interest rate on attracted deposits (from 15 days to 1 year) of enterprises in national currency, %-th No A

28 | Interest rate on attracted deposits (from 15 days to 1 year) of households in national currency, %-th No A

29 | Interest rate on loans (from 15 days to 1 year) granted by enterprises in national currency No A

30 | Interest rate on loans (from 15 days to 1 year) granted by households in national currency No A

International indicators

31 | US, gdp Growth rate compared to previous quarter, seasonally adjusted No A

32 | EU (28 countries), GDP Growth rate compared to previous quarter, seasonally adjusted No A

33 | EU (28) Industrial production, s.a., growth previous period No A

34 | US Industrial production, s.a., growth previous period No A

35 | Russia Industrial production, s.a., growth previous period No A

Commodity Food Price Index, (2005 = 100), includes Cereal, Vegetable Oils, Meat, Seafood, Sugar,

36 | Bananas, and Oranges Price Indices No | Lnand A
37 | Crude oil, UK Brent 38° API.US Dollars per Barrel

38 | Russian Natural Gas Monthly Price - US Dollars per Million Metric British Thermal Unit No | Lnand A
40 | Crude oil, average spot price of Brent, Dubai and West Texas Intermediate, equally weighed No | Lnand A

Note: AMD is the short name of the Armenian national currency; BAans seasonal adjustment, if Yes then series is
seasonally adjusted, Trangf.means preliminary transformation applied, for example if we kaeand A, then it
means that a particular series have been logged and then first differenced, if we see A then the series was only

first differenced. The main source of the data is internal databases of the Central bank of Armenia and National
Statistical Agency, as well as https://stats.oecd.org/and https://www.indexmundi.com/
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